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Abstract. Although current music recommender systems suggest new
tracks to their users, they do not provide listenable explanations of why
a user should listen to them. LEMONS (Demonstration video: https://
youtu.be/giSPrPnZ7mc) is a new system that addresses this gap by (1)
adopting a deep learning approach to generate audio content-based rec-
ommendations from the audio tracks and (2) providing listenable expla-
nations based on the time-source segmentation of the recommended
tracks using the recently proposed audioLIME.
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1 Introduction

Motivated by the impact of explainability on transparency, user satisfaction, and
scrutability [1,2], different types of explanations in recommender system (RS)
research have been proposed [3,4]. The adopted explanation method depends on
the type of model input (e.g., user-item interaction data, content features, or con-
textual information), the RS algorithm (e.g., CF or CBF), and the modality used
to give explanations (e.g., textually [5–8], visually [9], or graph-based user pref-
erences [4,10,11]), cf. [4]. In music RS, research on explaining recommendations
has considered music data [12–14], user data [14,15], context information [16],
or a combination of the above [6,14,17], which are predominantly used to create
textual explanations (such as “because you like jazz”, “because users with sim-
ilar taste listen to it”, or “because it’s Monday morning”, respectively). To the
best of our knowledge, none of the existing approaches provides explanations in
the same modality of music itself, i.e. listenable. We address this shortcoming
in the LEMONS demo1 at hand by (1) adopting an audio-based music recom-
mender system and (2) providing listenable explanations of the recommended
tracks. LEMONS is based on the recently proposed audioLIME method [18].
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2 System Overview

Music Recommender System. Existing approaches in content-based music RS
usually employ metadata or acoustic features extracted from the audio track to
make recommendations, which, in turn, can be used to create explanations [13,
14]. However, these approaches lead to non-listenable explanations as the audio
information is either lost or compressed. In contrast, we provide explanations
a user can listen to with an audio-based recommendation model inspired by
state-of-the-art approaches for music tagging [19,20]. Focusing on one user at
a time, we train a fully convolutional neural network2 to predict the relevance
of a specific track for the user by using its audio as input. More precisely, we
consider the tracks listened to by the user as relevant while randomly selected
tracks never interacted with as non-relevant [21]. We split the tracks into train,
validation, and test set in an 80-10-10 fashion and select the model that achieves
the best results in terms of AUC and MAP on the validation set. The results on
the test set averaged across the users are 0.734 ± 0.130 MAP and 0.758 ± 0.113
AUC.

Generating Listenable Explanations. Explanations are computed post-hoc using
audioLIME [18], an extension of LIME [22] for audio data. audioLIME extracts
interpretable components from audios by using source separation estimates and
temporal segmentation [18,23]. These interpretable components are then used as
input features to fit a simple linear model that mimics the underlying RS model.
The components with a positive weight are interpreted as having a positive
contribution to the recommended track relevance, while the opposite is true for
negative weights. When computing explanations using audioLIME, we also care
how well the linear model approximates the RS model, which is reported by the
fidelity score, the coefficient of determination R2 between the linear explanation
model and the RS model.

Data. We use the Million Song Dataset (MSD) and the Taste Profile Dataset [24]
for training the recommender systems, as they provide listening data for about
1 million users and 300,000 songs. For this demo, we carefully select 7 users
who listened to more than 900 tracks and who differ by their music preferences.
The music audio data was originally obtained from 7digital3 and the snippets’
durations range from 30s to 60s. We also include and test our system on the
musdb18 dataset [25], which comprises 150 songs (∼10 h) belonging to 9 different
genres.

3 Demonstration Overview

The landing page of our demo is shown in Fig. 1. It first introduces the 7 users
from the MSD that serve as different personas (e.g., a listener with very specific
2 Details about training and architecture can be found in our GitHub repository.
3 https://www.7digital.com/.

https://www.7digital.com/
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Fig. 1. Introduction of personas’ music taste, listening statistics, and listened to tracks.

genre taste, very diverse taste, or a chart music follower), from which one can
be selected. The selected user’s profile is then shown below along with a short
description of their music preferences, some music listening statistics, and the
tracks they listened to. On the left (not shown in the figure), a sidebar provides
clarification on how the RS and the listenable explanations work. Thereafter,
the music dataset from which recommendations are computed (either MSD or
musdb18) can be selected. The recommended tracks are presented to the user as
a ranked list, in decreasing order of relevance. The demo user can select a song,
play it, and seek within a visualization of its waveform.

As shown in Fig. 2, we offer three types of listenable explanations for the
selected song depending on the interpretable components used: (1) time-based
explanations use time segmentation to split the audio into five equally long
segments, (2) source-based explanations use Spleeter [26] to separate the audio
into 5 sources (vocals, drums, bass, piano, and other), (3) time-and-source-based
explanations combine both, resulting in 25 interpretable components. We also
describe the selected type of explanation accompanied by an illustrating image.

When the Compute Explanation button is pressed, the system generates the
explanation and provides the fidelity score. We present two interfaces for the
listenable explanations: “Top Highlight” and “Top-3”. Top Highlight allows lis-
tening to the single interpretable component that influences the recommendation
the most. Top-3, instead, selects the 3 most influential components. A time-and-
source-based explanation for a track could sound like drums and bass playing in
the first segment and drums playing in the third segment.
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Fig. 2. Listenable Explanations: After having selected the explanation type (e.g. time-
based), the demo shows the fidelity score and the listenable explanation interfaces. In
this example, “Top Highlight” shows that the most influential component is the snippet
from seconds 36 to 48.

4 Conclusion and Future Work

We presented a novel approach to generate listenable explanations for music
recommender systems (LEMONS). For this purpose, we integrated audioLIME
into a content-based recommender system, to uncover the pivotal components
in the music audio signal which serve as explanations of why a track has been
recommended to the user. As a next step, we plan to conduct a user study
to investigate the quality and usefulness of the offered explanations from an
end user’s perspective. In addition, future work includes integrating a music
segmentation technique to provide more meaningful segments for the time-based
explanations (e.g., verse, chorus, or motif), and extending the purely content-
based approach to a hybrid one by integrating collaborative listening data.
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