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Abstract
Representations of the audio content of music tracks and of related data (such as lyrics, user-generated tags, or
interaction data) are often leveraged in music retrieval and recommendation systems. It is therefore important to
know how the choice of representation affects the results of similarity-based music retrieval systems. In this work,
we address this question under several aspects. We analyze the accuracy, coverage, hubness, popularity bias,
and robustness of retrieval systems based on different content modalities (text, audio, video) and on user–item
interactions, and analyze the impact of corresponding features on multimodal retrieval systems. The paper gives
useful insight into which modality to leverage depending on the aspects of retrieval results to prioritize and
hence provides guidelines for practical real-world scenarios.
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1. Introduction

The way music listeners access music tracks is diverse. Some listeners prefer the use of video or music
streaming platforms, while others prefer purchasing albums. This is reflective of the fact that, although
the production of music is most naturally related to the audio signal, music producers also devote
significant efforts in designing additional content of the music tracks, such as album covers or videoclips.
Correspondingly, music listeners also select which music to listen to based on several modalities. This
renders the way the similarity between music tracks is perceived intrinsically multimodal. Additionally,
the amount of music available is vast and ever-increasing, which renders music retrieval systems
essential for supporting listeners in selecting relevant music tracks.

In this work, we analyze the performance of different representations of music in the task of retrieving
music tracks that are similar to a query track. We consider retrieval systems based on the audio signal,
the lyrics, or the videoclips of the tracks, as well as on user–item interactions from music streaming
platforms collected through the music website Last.fm.1 Additionally, we include multimodal systems
based on early- or late-fusion. We analyze the performance of retrieval systems in terms of accuracy and
beyond-accuracy aspects. In particular, we measure the ability of retrieval systems to capture aspects
that define music similarity in terms of music genres, as commonly done in music information retrieval
(MIR) research [1]. Since genres are not mutually exclusive, to balance the skewness in the distribution
of genres over tracks, we include definitions of relevance that are binary or continuous-valued, based on
measures for the similarity of sets. We also include in our analysis catalog coverage, popularity bias, and
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hubness, i.e., the tendency of retrieving a small number of the same tracks over and over again, since
these have often been considered particularly relevant to MIR applications [2, 3, 4, 5, 6]. To analyze the
robustness of modalities and the impact of individual modalities on multimodal systems, we quantify the
coherence of the retrieval results within and across different modalities. This information gives insight
into the amount of change of the retrieval results when replacing one (feature from one) modality with
another, and hence helps in providing guidance for real-world scenarios where, e.g., one feature or
one modality is not available. We create an interactive dashboard2 to allow deeper explorations of the
results of our analysis and provide the code to reproduce our experiments.3

The remainder of the paper is organized as follows: In Section 2 we discuss previous work related to
ours, in particular regarding similarity-based music retrieval methods and their evaluation (Section 2.1),
and regarding beyond-accuracy metrics in MIR domains (Section 2.2). In Section 3 we provide the
mathematical formulation of the retrieval task, describe the methodology underlying the retrieval
systems, and the metrics used to evaluate their performance in terms of accuracy- and beyond-accuracy
aspects. In Section 4 we describe our experiment setup, namely the dataset, the features used for the
retrieval systems, and the approach adopted to create the collaborative filtering (CF) representations.
We report the results of our experiments and discuss our observations in Section 5. Finally, we discuss
the limitations and possible extensions of our work in Section 6.

2. Related Work

In this section, we briefly present work on similarity-based music retrieval systems and in particular on
the comparison of different features in MIR tasks, as well as on beyond-accuracy metrics in MIR.

2.1. Similarity-based music retrieval

Similarity-based music retrieval, i.e., the task of ranking the tracks of a music catalog based on the
similarity to the query track [7], is the basis of many music delivery applications [7, 8, 9]. Standard
techniques for similarity-based music retrieval rely on unsupervised approaches [10, 11, 12] or super-
vised approaches [8, 13] that use user-generated data such as tags as learning signals [14]. Recent work
also leverages self-supervised [7, 15] and unsupervised learning based on contrastive losses [16, 17].
Su et al. [18] systematically evaluate the impact of the parameters of bag-of-frames representations of
the audio signal on several MIR tasks, such as genre classification and pitched instrument recognition.
More recently, Plachouras et al. [19] introduce a framework to evaluate representations of the audio
signal on several MIR tasks and datasets, including robustness to perturbations in their analysis. Our
analysis differs from previous studies in that we focus on the task of music retrieval, which has not
been considered by Su et al. [18] nor Plachouras et al. [19], and which is closely connected to industry
domains such as that of music recommendation. Furthermore, we consider a multimodal scenario and
in addition to representations of the audio we also include in our analysis representations of the lyrics,
of the videoclips, and of user–item interaction data. Finally, our evaluation extends to aspects beyond
accuracy.

2.2. Beyond-Accuracy Evaluation

One of the areas of MIR in which beyond-accuracy aspects are gaining increasing attention is that of
music recommendation. Music recommender systems (MRSs) [2, 3, 9] are one of the main applications
of similarity-based music retrieval, and several works [20, 21, 22] highlight the importance of measuring
aspects of the quality of recommendation that go beyond accuracy. Among those, catalog coverage [23],
hubness [24, 5, 6], and popularity bias [4] are of particular relevance to MRSs. However, these aspects are
typically neglected in other MIR tasks such as similarity-based music retrieval. The work at hand differs
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from previous work on beyond-accuracy evaluation of MIR systems. In fact, we analyze similarity-based
music retrieval systems under aspects typically not jointly considered in their evaluation.

3. Methodology

In this section, we provide a mathematical definition of the retrieval systems (Section 3.1) and of their
evaluation (Section 3.2).

3.1. Retrieval Systems

Given the catalog 𝑀, a music track 𝑚 ∈ 𝑀 is represented by several feature vectors f(m)
k ∈ ℝ𝑛𝑘 , where 𝑘

is an index labelling the feature and 𝑛𝑘 is the dimensionality of the corresponding vector. A retrieval
system 𝜙(fk,dis) is defined by the combination of feature fk and distance in feature space (dis). Given

a query track 𝑞 ∈ 𝑀, the retrieval system 𝜙(f
(q)
k ,dis)

𝑁 returns the 𝑁 retrieved tracks [𝑟 (𝑞)1 , … , 𝑟 (𝑞)𝑁 ] ∈ 𝑀𝑁

that have the lowest distance with 𝑞, breaking ties randomly. We refer to the audio signal, the lyrics,
and the videoclip of the track as modalities that represent content information. We consider unimodal
retrieval systems based on a feature fk representing a single modality. We also include multimodal
retrieval systems that simultaneously leverage one feature from the audio, one from the lyrics, and
one from the videoclip modality using early- or late-fusion.4 In addition to content representations,
we consider three representations of user–item interaction data created using CF algorithms. Two
are based on traditional recommendation algorithms, item 𝑘-nearest-neighbors (ItemkNN) and matrix
factorization with truncated singular value decomposition (SVD). One is based on a well-established
neural network (NN) architecture for recommendation, multinomial variational autoencoder (MultVAE),
selected for its accuracy in the task of music recommendation [25]. For retrieval systems based on
ItemkNN, we represent each track as the corresponding item vector in the user–item interaction matrix.
For SVD we represent tracks with the embeddings multiplied by the square root of the singular values.
MultVAE is usually trained to encode and reconstruct the user profiles. Since we are interested in the
track representations, we use the same architecture to reconstruct the track profiles. Therefore, we
train an instance of MultVAE on the transposed user–item interaction matrix and use the latent vectors
of the tracks as features in the retrieval system. In initial experiments, we considered either inverted
cosine or Tanimoto similarity as distances. Since all retrieval systems reached higher accuracy with
cosine similarity, we restrict our discussion at hand to retrieval systems based on cosine.

3.2. Evaluation

We measure the accuracy of a retrieval system in terms of normalized discounted cumulative gain

(NDCG) with gain based on the genres of the query 𝑞 and the retrieved tracks [𝑟 (𝑞)1 , … , 𝑟 (𝑞)𝑁 ]. Each track

𝑞, 𝑟 (𝑞)𝑗 ∈ 𝑀 is labeled with a subset 𝐺𝑚 of the set of all genres, 𝐺𝑚 ⊂ 𝐺. We consider the 𝑗-th retrieved

track 𝑟 (𝑞)𝑗 to be relevant if it shares at least one genre with the query track 𝑞, and include four definitions

of NDCG based on different values of the gain. In the simplest binary case of NDCG𝐵, we assign 𝑟 (𝑞)𝑗 a
gain of one if it shares at least one genre with 𝑞, and zero otherwise. For NDCG𝑆 we assign a gain given
by the Szymkiewicz-Simpson coefficient |𝐺𝑞 ∩𝐺𝑟 (𝑞)𝑗

|/min(|𝐺𝑞|, |𝐺𝑟 (𝑞)𝑗
|). For NDCG𝐽 we assign a gain given

by the Jaccard coefficient |𝐺𝑞 ∩ 𝐺𝑟 (𝑞)𝑗
|/|𝐺𝑞 ∪ 𝐺𝑟 (𝑞)𝑗

|. For NDCG𝐷 we assign a gain given by Sørensen–Dice

coefficient 2|𝐺𝑞 ∩ 𝐺𝑟 (𝑞)𝑗
|/(|𝐺𝑞| + |𝐺

𝑟 (𝑞)𝑗
|). By extending the binary gain, we enforce that a track with a large

genre overlap with 𝑞 leads to a higher NDCG if it is ranked at the top of the list, compared to another
with a smaller genre overlap. NDCG𝐵,𝑆,𝐷, 𝐽 are aggregated with mean over all retrieval lists.

4Although we consider 12 different feature vectors, as listed in Table 1, we report the results of the two unimodal retrieval
systems that reached the highest accuracy within each modality, and of multimodal retrieval systems obtained by their
combination. We refer the reader to the dashboard for the full results.



As for the studied beyond-accuracy metrics, we define the popularity 𝑝𝑚 of track 𝑚 as the sum of its
interactions over all users [4] and the popularity bias 𝐵, i.e., the tendency to retrieve tracks that are more

popular than the query track, adapting the method from Lesota et al. [4]: 𝐵 = Median
𝑞∈𝑀

(
𝑝𝑟(𝑞)−𝑝𝑞

𝑝𝑞
), where

𝑝𝑟 (𝑞) denotes the average popularity of all tracks retrieved for 𝑞. A positive 𝐵 indicates that retrieved
tracks are overall more popular than queries.5 We define coverage 𝐶 as the percentage of all tracks in 𝑀
that occur in at least one result list for any query [23]. We define hubness 𝐻 as the tendency to often
retrieve the same tracks for different queries, leading to non-symmetric results [26, 5, 27, 6]. We measure
𝐻 in terms of the skewness of the distribution of 𝑘-occurrences [5, 6]. We also analyze the robustness of
unimodal systems, i.e., the extent to which systems based on the same modality (e.g., lyrics) but different
representations (e.g., TF-IDF vs. BERT) create similar rankings for the same query, and the influence of
each modality in case of multimodal systems, i.e., the coherence between results retrieved with unimodal
and multimodal systems. We quantify both in terms of Kendall’s rank correlation between the lists
created by the two retrieval systems to compare, i.e., 𝜙(fk1 ,dis1)and 𝜙(fk2 ,dis2).

In the evaluation, NDCG, 𝐶, 𝐻, and 𝐵 are computed over all queries 𝑞 ∈ 𝑀 and for 𝑁 = 10 top
retrieved tracks.6 The rank correlations are computed over all queries 𝑞 ∈ 𝑀 and for lists of |𝑀| − 1
retrieved tracks, i.e., ranking all tracks apart from the query, since restricting to a shorter list often
results in disjoint lists of retrieved tracks.

4. Experiments

In this section, we provide the details on our experimental setup. More specifically, Section 4.1 describes
the dataset and the features f(m)

k representing the content of the music tracks, while Section 4.2 provides
details on the setup used to extract the CF representations of the tracks.

4.1. Dataset

Our experiments are based on the Music4All-Onion dataset [28] and its extension released by Peintner
et al. [29]. Music4All-Onion is a large-scale multimodal dataset for MIR. We select the tracks for which
all the content features are available and that have at least one genre. This results in |𝑀| = 68,641 tracks.
We perform our experiments with nine features for the audio, three for the lyrics, and three for the
video modalities, as described in Table 1. For the audio signal, in order to capture short- and long-time
dependencies, we consider both the Mel Frequency Cepstral Coefficients (MFCCs), aggregated either
with statistical descriptors or as bag-of-audio-words (BoW) computed with openXBOW [30], and all the
block-level features (BLFs) [11]. We also include the features extracted with Essentia [31] in our analysis,
since these include information such as the zero-crossing rate and the attack time, that is complementary
to the MFCCs and BLFs. For the lyrics, we consider both statistical representations of word occurrences
in terms of TF-IDF, representations obtained with pre-trained instances of word2vec [32], and represen-
tations obtained with the all-mpnet-v27 pre-trained instance of the SentenceTransformer model [33]
provided by Hugging Face [34]. We refer to this latter representation of the lyrics as BERT. For the video
modality, we consider the visual representations of the YouTube videoclips of the music tracks. These
visual representations are obtained by first sampling videoclip frames at 1 fps. The frames are then
encoded with pre-trained instances of VGG19 [35], Inception v3 [36], and ResNet [37] and their vector
representations are aggregated using max and mean pooling over all frames and for each dimension of
the encoding vector, for each track. Finally, the max and mean vectors are concatenated, resulting for
each architecture (VGG19, Inception v3, ResNet) in a video feature vector fk of double dimensionality
with respect to the dimensionality of the visual representation of the pre-trained encoding architecture.
We report the results of the two retrieval systems that reached the highest NDCG𝐽 within each modality

5Common measures of popularity bias in RSs use the median instead of the mean since it is more robust to outliers.
6We refer the reader to the dashboard for the evaluation of retrieval systems on lists of 𝑁 = 100 top retrieved tracks.
7https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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and refer the reader to the dashboard for the full results. Table 1 summarizes the features fk used for
each modality, and their corresponding dimensionality 𝑛𝑘.

Modality Feature fk 𝑛𝑘

Lyrics
TF-IDF 994
Word2vec [32] 300
BERT [33] 768

Audio

MFCC BoW [30] 500
MFCC Statistics 104
Essentia [31] 1,023
BLF Delta Spectral [11] 1,372
BLF Correlation [11] 1,326
BLF Logarithmic Fluctuation [11] 3,626
BLF Spectral [11] 980
BLF Spectral Contrast [11] 800
BLF Variance Delta Spectral [11] 1,344

Videoclip
Inception [36] 4,096
VGG-19 [35] 8,192
ResNet [37] 4,096

Table 1
Modality and features fk included in our experiments; 𝑛𝑘 represents the dimensionality. In the remainder of the
paper we report the results of the two features that reached the highest NDCG𝐽 within each modality and refer
the reader to the dashboard for the others.

For multimodal systems we select the two features that reached the best performance in terms of
NDCG𝐽 within each modality (resulting in six features), and consider all possible combinations (resulting
in eight combinations for each fusion technique). For early fusion, we first normalize the feature vectors
to 1 with 𝐿2-norm, and then concatenate them. For late fusion, we apply Z-score normalization to the
distribution of scores of the individual retrieval systems and then average the normalized scores with
weights proportional to NDCG𝐵.

4.2. Collaborative Filtering Representations

To obtain a representation of the user–item interaction data of each track with each recommendation
algorithm (ItemkNN, SVD, MultVAE), we use the set of user–item interactions available in the Music4All
dataset [38].89 The characteristics of this set of user-item interactions are summarized in Table 2.

𝑛inter 𝑛u 𝑛intert 𝑛w/o inter
t

4,106,678 14,127 67,055 1,586

Table 2
Characteristics of the set of user-item interactions used to obtain the CF item representations with ItemkNN, SVD,
and MultVAE. 𝑛inter represents the number of user–item interactions, 𝑛u the number of users, 𝑛intert the number of
tracks with at least one interaction, and 𝑛w/o inter

t the number of tracks without interactions.

We set the number of factors in SVD to 𝑓 = 200 and the dimension of the latent representation in
MultVAE to 𝑓 = 500. We fix the batch size to 512, the maximum number of epochs to 300 and apply
early stopping with a patience of 10. We set the initial learning rate to 0.003 and reduce the learning

867,055 out of the 68,641 (∼ 98%) relevant tracks from Music4All have been listened to at least once, i.e., correspond to at
least one user–item interaction. Query tracks without user–item interactions lead to a vector of zeros (for ItemkNN) or a
randomly initialized one (for SVD and MultVAE), yielding results that are comparable to those of a random retrieval system.

9We refer the reader to the dashboard for the results obtained with CF representations based on the set of user–item interactions
from the Music4All-Onion dataset, for which 35,702 out of the |𝑀| = 68,641 (∼ 52%) tracks have been listened to at least
once, i.e., correspond to at least one user–item interaction.



rate by a factor of 0.5 if an epoch shows no reduction in the training loss.10 Following common practice
for MRSs [4, 39, 40], we convert the user–item interactions to implicit feedback, binarizing them by
setting the entry in the interaction matrix to 1 (positive feedback) if the user listened to the track at
least two times, and to 0 otherwise.

5. Results

In this section, we analyze the results of our experiments on music retrieval systems. Section 5.1
compares the performance of uni- and multi-modal retrieval systems in terms of accuracy, coverage 𝐶,
hubness 𝐻 and popularity bias 𝐵 defined as described in Section 3.2. Section 5.2 analyzes the robustness
of each content modality (audio, lyrics, videoclips) and the impact of each modality on multi-modal
systems. In the evaluation, NDCG, 𝐶, 𝐻, and 𝐵 are computed over 68,641 queries and for top 10 retrieved
tracks. The rank correlations are computed over 68,641 queries and for lists of 68,640 retrieved tracks,
i.e., ranking all tracks, since restricting to a shorter list often results in disjoint lists of retrieved tracks.
Since all retrieval systems reached higher NDCG𝐵,𝑆,𝐷, 𝐽 with cosine similarity, we restrict our discussion
to retrieval systems based on cosine.

5.1. Accuracy, Coverage, Hubness, and Popularity Bias

Table 3 shows the NDCG𝐵,𝑆,𝐷, 𝐽, hubness 𝐻, coverage 𝐶 and popularity bias 𝐵 of the retrieval systems.
As baseline for comparison, the first block of the table shows the results of a system retrieving tracks at
random for each query. The following block refers to retrieval systems based on one feature, either
from one content modality (lyrics, audio, or video)11 or from CF representations. The last block refers to
multimodal retrieval systems based on all content modalities, either with early- or with late-fusion. As
described and motivated in Section 3.2, NDCG𝐵,𝑆,𝐷, 𝐽 show the mean and 𝐵 the median over all queries.
For these metrics, all differences between the best performing system in each sub-block (in bold) and
the remaining ones are statistically significant (𝑝 < 0.05 for paired 𝑡-tests using Bonferroni correction
to account for multiple comparisons), aside from those between BLF and ResNet. We first observe
that within content-based retrieval systems, video features lead to the highest accuracy, especially
when measured with NDCG𝑆,𝐷,𝐽. The fact that audio features are competitive in terms of NDCG𝐵
but reach a worse performance in terms of NDCG𝑆,𝐷,𝐽 indicates that both audio and videoclips are
comparable in retrieving tracks that share at least one genre, but videoclips lead to results that share
more genres with the query tracks. Among content-based retrieval systems, fusion techniques generally
tend to reach higher accuracies than systems based on individual modalities, with early-fusion leading
to higher NDCG𝐵,𝑆,𝐷, 𝐽 compared to late-fusion. ItemkNN reaches the highest NDCG𝐵,𝑆,𝐷, 𝐽 and all
content-based retrieval systems are outperformed by all CF systems. This shows that collaborative data,
which do not include any explicit information on the track content, are also useful for MIR tasks beyond
recommendation. This higher accuracy, however, comes at the cost of a higher hubness and an overall
tendency to a higher popularity bias (aside from MultVAE). Surprisingly, however, CF systems also
outperform content-based ones in terms of coverage. This indicates their tendency to retrieve different,
but more popular, tracks. We hence conclude that if accuracy and coverage are to be prioritized when
retrieving music, it is in the interest of the MIR system provider to select CF representations. However,
these are not always available, e.g., on platforms where interaction data are not collected. In that case,
multimodal systems should be preferred.

10We use default hyperparameters since any data split leading to a reasonable optimization of the MRSs would not be
meaningful for the retrieval system. For instance leaving out a set of tracks for validation would lead to an embedding
dimensionality that is not optimal when all tracks are considered, while a split at the interaction or user level would be
prone to information leakage, since the same tracks would be selected for the hyperparameter optimization and evaluation.

11For unimodal content-based retrieval systems, we report the results of the two features that reached the highest NDCG𝐽
within each modality and refer the reader to the dashboard for the others.



5.2. Robustness and Feature Impact

Figure 1 shows the rank correlations between pairs of content-based retrieval systems. The systems
are divided into unimodal, early-, and late-fusion systems by orange dashed lines. 𝐸 and 𝐿 represent
early- and late-fusion and the first index refers to the audio, the second to the lyrics, and the last to the
video feature, respectively. The orange bold numbers represent the average over the corresponding
sub-blocks, excluding the ones on the main diagonal. We first observe that all correlations are positive,
which indicates that retrieval systems do not invert the order of results, not even across modalities. For
unimodal retrieval systems (block 𝑈 × 𝑈), the correlations are typically close to zero across modalities
and close to 0.5 between features of the same modality. This is especially true for audio and video,
indicating that they are more robust under a change of the representation, in contrast to lyrics. The
average correlation between multimodal systems is comparable within and across early- and late-fusion
systems (0.63 for 𝐸 × 𝐸 and 𝐿 × 𝐿; 0.65 for 𝐸 × 𝐿), and reaches values close to 1 when more than one same
feature is leveraged by both (e.g., between L_MBI and E_MBI). This indicates that multimodal systems
are affected by the representation of the modalities more than by the aggregation technique. In fact, the
choice of a particular fusion technique only marginally affects the retrieval results. This observation is
of practical relevance for system providers, especially in cases where the system infrastructure might
rule out certain fusion techniques. The correlations between unimodal and multimodal systems (entries
in blocks 𝐸 × 𝑈 and 𝐿 × 𝑈) are higher if the feature is shared than if it is not; Within those cases, for
early-fusion the correlations are higher with unimodal systems based on video than on other modalities,
while for late-fusion those are close to each other. This indicates that multimodal systems based on
late-fusion leverage information from each modality in a more balanced way compared to early-fusion
systems. This observation, together with the one concerning the high correlation of early- and late-
fusion systems sharing the same features, and their comparable performance in terms of accuracy is
of particular interest for MIR system providers in cases in which they want to reflect all modalities,
instead of prioritizing one over the others.

6. Conclusions

This work compared the accuracy, coverage, hubness, popularity bias, and robustness of similarity-
based music retrieval systems based on content or collaborative data, as well as the coherence between
unimodal and multimodal systems. The results provide useful information to platform providers,
especially in cases where the choice of modality or fusion technique has to consider aspects beyond
accuracy, or in which one or more representations of the music tracks are missing. One noteworthy
finding is the very good accuracy of ResNet features from videoclips, considering they are computed
from the image content only, and disregarding the actual music audio content. This surprising result
might be originating from the genre-based evaluation setting, and could indicate that music tracks of a
same genre share distinctive visual characteristics (e.g., , videoclips for emo rock songs are often filmed
in black and white). Our definition of relevance is framed as finding tracks of the same music genres
of a query track; this constitutes one limitation of the current work. Future work could extend the
evaluation to other evaluation settings, e.g., framing the evaluation as playlist completion given a seed
track. These evaluations, taken together with the current one, would provide a more comprehensive
view on the impact of content features on MIR tasks. Another limitation of our work is that although
we included representations of lyrics, videoclips, and collaborative data based on a NN, we only used
hand-crafted features for the audio signal. The reason is that many (deep) NNs for music are pre-trained
on tags or genres. The learned models would therefore be prone to information leakage, considering our
relevance definition. Additionally, it would be interesting to compare the accuracy and beyond-accuracy
metrics reported in this work with those actually perceived by users, e.g., via user studies. We leave
these analyses for future work.



𝑁𝐷𝐶𝐺B ↑ 𝑁𝐷𝐶𝐺S ↑ 𝑁𝐷𝐶𝐺D ↑ 𝑁𝐷𝐶𝐺J ↑ 𝐻 ↓ 𝐶 ↑ 𝐵 ↓
Random 0.4459 0.1762 0.1198 0.0833 0.3213 0.9999 1.8250

Lyrics
TF-IDF 0.5229 0.2282 0.1570 0.1126 5.2423 0.7542 1.8159
BERT 0.5802 0.2760 0.1942 0.1421 13.1569 0.8235 1.8980

Audio
MFCC 0.6096 0.3014 0.2172 0.1619 3.5705 0.8958 1.8444
BLF 0.6136 0.3072 0.2221 0.1661 3.5074 0.8486 1.7267

Videoclip
Inception 0.6052 0.3211 0.2567 0.2055 10.9384 0.8259 1.8538
ResNet 0.6119 0.3294 0.2636 0.2116 6.0527 0.8857 1.8406

CF
ItemkNN 0.7422 0.4936 0.4172 0.3516 65.2356 0.9481 1.9167
SVD 0.7233 0.4400 0.3639 0.2978 55.6481 0.9202 1.8889
MultVAE 0.7161 0.4502 0.3709 0.3040 74.9379 0.9011 1.7875

Early f.

BLF, BERT, Inception 0.6656 0.3567 0.2717 0.2119 11.6694 0.7453 1.8250
BLF, BERT, ResNet 0.6807 0.3784 0.2957 0.2350 10.3243 0.8125 1.8426
BLF, TF-IDF, Inception 0.5941 0.2832 0.2050 0.1534 6.5312 0.7762 1.8286
BLF, TF-IDF, ResNet 0.6234 0.3206 0.2440 0.1904 6.1970 0.8703 1.8108
MFCC, BERT, Inception 0.6687 0.3602 0.2735 0.2133 10.1415 0.7421 1.8000
MFCC, BERT, ResNet 0.6839 0.3820 0.2975 0.2364 10.1745 0.8076 1.8167
MFCC, TF-IDF, Inception 0.5968 0.2862 0.2068 0.1549 6.2216 0.7761 1.8500
MFCC, TF-IDF, ResNet 0.6259 0.3229 0.2453 0.1914 5.7451 0.8650 1.8167

Late f.

BLF, BERT, Inception 0.6694 0.3689 0.2843 0.2236 11.1819 0.7426 1.7907
BLF, BERT, ResNet 0.6794 0.3741 0.2894 0.2285 9.4432 0.7999 1.8348
BLF, TF-IDF, Inception 0.5723 0.2646 0.1870 0.1370 6.2305 0.7413 1.8231
BLF, TF-IDF, ResNet 0.5790 0.2685 0.1903 0.1399 5.9580 0.7899 1.8105
MFCC, BERT, Inception 0.6710 0.3711 0.2852 0.2244 9.9828 0.7429 1.7975
MFCC, BERT, ResNet 0.6812 0.3768 0.2908 0.2296 9.9276 0.7979 1.8000
MFCC, TF-IDF, Inception 0.5708 0.2640 0.1858 0.1360 6.1250 0.7319 1.8455
MFCC, TF-IDF, ResNet 0.5774 0.2677 0.1891 0.1389 5.7306 0.7780 1.8333

Table 3
Accuracy, hubness 𝐻, coverage 𝐶, and popularity bias 𝐵 of the systems. For accuracy, we report
NDCG𝐵,𝑆,𝐷, 𝐽, i.e., using binary, Szymkiewicz-Simpson, Sørensen–Dice, or Jaccard as gain. Random refers
to a baseline system retrieving tracks at random for each query. The following block refers to retrieval
systems based on one feature, either content or CF. The last block refers to early- or late-fusion retrieval
systems. All differences between the best performing system for unimodal, CF, early- and late-fusion,
i.e., the best performing system in each sub-block (in bold), and the others are statistically significant
(𝑝 < 0.05 for paired 𝑡-tests using Bonferroni correction to account for multiple comparisons), apart from
the differences between BLF and ResNet.
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